Replication in PostgreSQL on WINDOWS
Using SLONY-I (Replicator)

Slony-I is a master to multiple slaves replication system supporting cascading and slave promotion. But this document is for master to single slave replication system. This XEROX completely describes the process to do the titled task.
There are few assumptions for the user of this document:
· The version of PostgreSQL is 8.2.6.

· You have included the replicator Slony-I during installation of PostgreSQL.
· If slony-I is not included then do the following steps:
· Go to the folder (postgresql-8.2.6-1) where you unzipped the downloaded file.

· There you will see two setup (.exe) files named postgresql-8.2 and postgresql-8.2-int
· Recall that you installed PostgreSQL from postgresql-8.2. Now use postgresql-8.2-int to include the slony-I to installed PostgreSQL. 
· Double click postgresql-8.2-int and move to the screen where you will find two options (Remove / Modify).
· Click the Modify radio button to proceed further and follow the instructions you see.

· You have an active database to which you want to replicate.

· The platform is Windows XP/2000.

· Both master database and slave database are at localhost.

· If master is at one machine and slave is at another then be MORE careful to work with scripts. 

If you have the assumed entities then follow the steps given below:
1. Open “D:\Program Files\PostgreSQL\8.2\data\postgresql.conf” file and find the line containing the text listen_addresses = '*' and change it to listen_addresses = 'localhost' if both master and slave databases are at localhost. Other wise don’t make any change in this file. 
2. Open “D:\Program Files\PostgreSQL\8.2\data\pg_hba.conf” file and change the line
host    all         all         127.0.0.1/32          md5

To

host    all         all         127.0.0.1/32          trust

In case of different machines for master and slave databases do this changing to both machines.

3. Create a slave database with suitable name (If the name of master database is moneytree then mtslave seems suitable name for slave) and make sure that the language is plpgsql (which is default in case you are using the assumed version of PostgreSQL). And make or add this language to your existing database (moneytree) if it has language other than plpgsql.
4. Always use command prompt through PostgreSQL (Not mandatory but very helpful):
4.1. For this go to star -( Programs -( PostgreSQL -( Command Prompt
5. Run the pgbech tool at command prompt for master database as given below:

pgbench -i -s 1 -U postgres -h localhost moneytree
This will create 4 tables (accounts, branches, history, and tellers) along with other task(s) to your master (moneytree) database.
6. Slony-I does not automatically copy table definitions from a master when a slave subscribes to it, so we need to import this data. Do this with pg_dump and psql commands at the command prompt. In case there are different machines for master and slave databases, its better to perform these operations on the machine where slave database resides, and write IP address instead of localhost in the first command given below.
      
pg_dump -s -U postgres -h localhost moneytree > schema.sql

psql -U postgres -h localhost mtslave < schema.sql
· You should have all the tables of moneytree in the mtslave. If not then STOP and go back to find the mistake(s) which you may have made in previous step(s).
7. Now run the typical command of pgbench would look like: 

pgbench -s 1 -c 1 -t 1000 -U postgres -h localhost moneytree
8. There is another utility of sonik that is used to run the scripts. Write the script as given below and give a suitable name (e.g. mtscript1.txt). Use the command slonik “D:\mtscript.txt” to run the script with slonik at command prompt. 
· In case of different machines for master and slave databases: run all the scripts at the machine where master database resides AND write IP address of each machine instead of localhost for master and slave both.

cluster name = pgbench;


node 1 admin conninfo = 'dbname=moneytree host=localhost user=postgres password=root';


node 2 admin conninfo = 'dbname=mtslave host=localhost user=postgres password=root';


init cluster ( id=1, comment = 'Master Node');


table add key (node id = 1, fully qualified name = 'public.history');


create set (id=1, origin=1, comment='All pgbench tables');

set add table (set id=1, origin=1, id=1, fully qualified name = 'public.accounts', comment='accounts table');

set add table (set id=1, origin=1, id=2, fully qualified name = 'public.branches', comment='branches table');

set add table (set id=1, origin=1, id=3, fully qualified name = 'public.tellers', comment='tellers table');

set add table (set id=1, origin=1, id=4, fully qualified name = 'public.history', comment='history table', key = serial);

Here you can add the tables which you already have in moneytree database and want to be replicated like

set add table (set id=1, origin=1, id=5, fully qualified name = 'public.newtable', comment='existing table', key = serial);


store node (id=2, comment = 'Slave node');

store path (server = 1, client = 2, conninfo='dbname=moneytree host=localhost user=postgres password=root');

store path (server = 2, client = 1, conninfo='dbname=mtslave host=localhost user=postgres password=root');


store listen (origin=1, provider = 1, receiver =2);


store listen (origin=2, provider = 2, receiver =1);
9. At this point you have 2 databases that are fully prepared. One is the master (moneytree) database in which pgbench is busy accessing and changing rows and another is the slave (mtslave) database. It's now time to start the replication daemons. 
· Now check both databases: You should have a new schema _pgbench one replication set and two casts. And in _pgbench schema you should have 18 tables with the name starting with sl_xxx and functions and more. If not then STOP and go back to find the mistake(s) which you may have made in previous step(s).
Now run the commands on separate DOS prompt
On MASTERHOST the command to start the replication engine is:

slon pgbench "dbname=moneytree user=postgres host=localhost"

On SLAVEHOST the command to start the replication engine is:


slon pgbench "dbname=mtslave user=postgres host=localhost"
10. To start replicating the 4 pgbench tables (set 1) and the tables added by you from the master (node id 1) to the slave (node id 2), execute the script given below. 
Please read the red bulleted instruction present in step number 8 before executing the following 
script (mtscript2.txt):
Use the command given below to run the script with slonik at command prompt. 

slonik “D:\mtscript2.txt” 
cluster name = pgbench;

node 1 admin conninfo = 'dbname=moneytree host=localhost user=postgres password=root';

node 2 admin conninfo = 'dbname=mtslave host=localhost user=postgres password=root';

subscribe set ( id = 1, provider = 1, receiver = 2, forward = no);

Including new table(s) in the Replication.


Let you have created a new table (public.retry with primary key retry_pkey) as per requirement in the master database (moneytree). To include this new table in the replication do the following steps:
11. Slony-I does not automatically copy newly added table(s) from a master to slave, so we need to import this data. Do this with pg_dump and psql commands at the command prompt. In case there are different machines for master and slave databases, its better to perform these operations on the machine where slave database resides, and write IP address instead of localhost in the first command given below.
      
pg_dump -s -U postgres -h localhost –n public –t retry moneytree > schema.sql

psql -U postgres –a -h localhost mtslave < schema.sql
· You should have all the new table(s) of moneytree in the mtslave.

12. Now run the typical command of pgbench would look like:
pgbench -s 1 -c 1 -t 1000 -U postgres -h localhost moneytree
13. At MASTERHOST: In pgAdmin III right click to Replication Sets to add a new set for newly created table (named retry). 
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Here ID is 4 because I already have 3 sets. Now after clicking ok you will see the new replication set in pgAdmin III named New set or whatever in the Comment area.
14. Expand the New set replication set and add the new table (retry).
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Again the ID is 7 because I already have 6 tables.
15. Similarly add new replication set at SLAVEHOST:
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Click ok. And don’t worry if you get the following message
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Really don’t worry because this is pgAdmin III. Click ok to this window and Cancel to previous 
Window calmly and follow the steps below.


16. Refresh the replication set and get the result i.e. newly created set named New set.
17. Now expand this set and add new subscription via right click to the bullet Subscriptions (0).
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Just click ok and 
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Oh no! 


Don’t mind this is pgAdmin III. Click ok to this window and Cancel to previous Window calmly 
and follow the steps below.

18. Go to _pgbench schema and right click the table sl_subscribe to view the previously stored data and INSERT a row with the same data except the data of first column sub_set, it needs the value n+1 i.e. one greater than the last value. Refresh the Subscriptions (0) bullet to get new subscription.
19. Again  go to _pgbench schema and right click the table sl_table to view the previously stored data and INSERT a row with data as present in the previous row(s). Here first column tab_id needs the value n+1 i.e. one greater than the last value. The data of column tab_reloid can be taken from the properties of retry table (I have 32784). Other columns are simple to fill with concerned data.
20. Stop the slon commands running on master and slave hosts as explained in step number 10. And restart these commands to see the successful result. 

Abdul Rehman abr_ora@yahoo.com
[image: image7.png]


[image: image8.png]



